
Uni
found in the fields of wireless communications, computer networks, computer vision, image processing, 
bioinformatics/genomics, and neuroscience, to name a few.  In the advent of the big-data era, datasets often 
include grossly corrupted, highly deviating, irregular data points (outliers), due to a variety of causes such as 
transient sensor malfunctions, errors in data transmission/transcription, and errors in training data labeling, to 
name a few. Regretfully, standard PCA is well-known to be very fragile in the presence of such faulty points, even 
when they appear in a vanishingly small fractions of the training set. The reason is that the L2-norm objective of 
standard PCA (minimization of error variance or maximization of squared projection magnitude) gives sq uared 
importance on the magnitude of every datum, thus overemphasizing peripheral data points. To remedy the impact 
of outliers, researchers from the fields of data analysis and signal processing have long focused on calculating 


