
ECE440 - Midterm Review Notes

Probability review

You should be fluent with notions such as probability spaces, the axioms of probability
and their consequences, the law of total probability and Bayes’ rule, discrete and continuous
random variables (RVs), expectations, independence, conditional probability and expectations,
and notions of convergence of sequences of RVs.

Some noteworthy concepts and results you should make sure you are comfortable with are:
1) E and F are mutually exclusive(disjoint) events ifE ∩ F = ∅ . From the axioms of

probability this implies that for disjointE andF , then P[E ∪ F ] = P[E ] + P[F ].
2) E andF are independentevents if P[E ∩ F ] = P[E ] P[F ].
3) You should be able to tell the difference between discrete and continuous RVs.
4) A BernoulliRV X with parameterp indicates that a random eventE occurred (a “success”),

where P[E ] = p. Recall the pmf, thatE [X ] = p and var[X ] = p(1 − p).
5) A GeometricRV X with parameterp counts the number of independent Bernoulli trials

till we register the first success. Recall the pmf, thatE [X ] = 1=pand var[X ] = (1 − p)=p2.
6) A Binomial RV X with parametersn and p counts the number of successes inn inde-

pendent Bernoulli trials. Recall thatE [X ] = np and var[X ] = np(1 − p). For B1; : : : ; Bn
i.i.d. Bernoulli RVs with parameterp, one can write

X =
nX

i =1

B i :

7) A PoissonRV X with parameter� counts rare events or “arrivals”. Recall the pmf, that
E [X ] = � and var[X ] = � . If X 1 ∼ Poisson(� 1) andX 2 ∼ Poisson(� 2) are independent,
thenY = X 1 + X 2 ∼ Poisson(� 1 + � 2). The law of rare events asserts that the distribution
of X ∼ Binomial(n; p) converges to a Poisson(� ) asn → ∞ , providednp = � .

8) A Gaussian(Normal) RV X with parameters� and � 2 models randomness arising from
the superposition of large number of random effects. (This statement should be clear if you
understood the Central Limit Theorem.) Recall the pdf, thatE [X ] = � and var[X ] = � 2.

9) An indicator RV I { E} indicates the occurrence of eventE . Indicator RVs are Bernoulli
distributed, with parameterp = P[E ]. You should be fluent in operating with indicator
RVs. The expectation of an indicator RV is the probability of the indicated event, i.e.,
E [I { E}] = P[E ].

10) It is useful to master the properties of expected values, such as the “law of the unconscious
statistician” to calculate the expected value of a function of a RV, i.e.,E [f (X )]. The
expected value is a linear operator, hence for scalarsai andbi , i = 1 ; : : : ; n, then
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In general, expectation can be interchanged with any linear operation. IfX and Y are
independent RVs, then for any functionsf (·) andg(·) one has

E [f (X )g(Y )] = E [f (X )] E [g(Y )] :



Expectation can be interchanged with products only if the RVs are independent, but it can
always be interchanged with sums. Also, for an independent sequence of RVsX 1; : : : ; X n
and scalarsai andbi , i = 1 ; : : : ; n, then
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11) The covariance is a measure of linear dependence between pairs of RVs, given by

cov[X; Y ] = E [(X − E [X ])(Y − E [Y ])] = E [XY ] − E [X ] E [Y ] :

Recall that independent RVs are also uncorrelated, but the converse is not true in general
(it is true though, if the random variables are jointly Gaussian).

12) Make sure you understand the statements of Markov’s and Chebyshev’s inequalities.
13) You should have an intuitive understanding of the difference between almost sure conver-

gence, convergence in probability and convergence in distribution. Recall that the limit of
a sequence of RVs is itself a RV.

14) The simplest class of random processes arei.i.d. sequences of RVs. You should understand
and be able to apply the two main limiting theorems that pertain to sums of i.i.d. RVs.
The Strong Law of Large Numbersasserts that for a sequenceX N = X 1; X 2; : : : of i.i.d.
RVs with meanE [X 1] = � , the sample average converges to the mean almost surely, i.e.,

P

"

lim
n →∞

1
n

nX

i =1

X i = �

#

= 1 :

If the i.i.d. RVs have varianceE [(X 1 − � )2] = � 2, theCentral Limit Theorem assertsthat
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This implies the above normalized sum of RVs converges in distribution to a standard
Gaussian RV.

15) Conditional probabilities and expectations and very useful tools for the analysis of random
processes. Make sure you are comfortable with the definitions and examples from the lec-
ture slides, and that you understand the related problems from the homework assignments.

16) The conditional expectationE [X
�
� Y ] is a function ofY , hence a RV which takes the values

E [X
�
� Y = y]. The law of iterated expectations states thatE [X ] = EY

�
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is often helpful in computing expected values by conditioning. Likewise, one can compute
the variance by using the formula
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Markov chains

You should be fluent with notions such as the Markov property, (multi-step) transition proba-
bilities, representing a Markov chain (MC) through the transition probability matrixP or state
transition diagram, the Chapman-Kolmogorov equations, computingn-step transition probabili-
ties and unconditional probabilities, classifying states of a MC, identifying communicating classes
and irreducible MCs, computing stationary distributions, and understanding as well as applying




















