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in most applications of the gravity model, little attention is paid to the A; and B;
terms, we also will concentrate mainly on estimating 8,’s.

We shall assume that the X;;’s have independent Poisson distributions. It can
readily be shown that the results of this paper would not be altered if we had
assumed that X.’s had the multinomial distribution. In most of the gravity model
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Using this notation, (6) becomes
(7) T, =X,

There are obviously I equations of this form—one for each A, Similarly, by
considering the d.£/3B;’s we have J equations

(8) T_i){
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Column Corresponding to

. | S o 1 t 1 » - a - 2 |
P (
) |

1 1 1 o 0 0 o c,%‘) c1§2)

2 (1,2) 1 o o o 10 o 8

3 (1,3) 1 0 o0 0 0 1 c1§’) c1§2)

4 (2.1) 0 10 1 0 o0 cZ{‘) c2§2)

5 (2,2) o 1 0 0 1 0 ) 2

6 (2,3) o 1 0 0 0 1 i

7 (3,1) 0 o 1 1 o o0 c3$1) c3§2)

_ 8 (3.2) 0 o q 10~ (@)

9 (3,3) 6 o0 1 o 0 1 ) P

FIGURE 1. Example of Matrix M.

Call this matrix M. Such a matrix for I = J = 3 and K = 2 is illustrated in Figure 1.
The transpose M’ of M is the matrix of coefficients of T};’s in the system of I + J +
K equations in (7), (8), and (9).

It may be seen that the sum of the first / columns of M is a vector consisting

; e S T ————— Tt
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which is the MLE of # and for which numbers A,, ..., A; and B,,. .., B, can be

fm!gg (nntuninnphﬂ_gh.ae toqatiefv (1) (2) (7Y (R} and (Q)
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Condition (C1) deserves some attention. Figure 2 illustrates a situation where
y,‘}” ’s satisfying (11) do not exist. But such situations are rare. In order to
investigate them further, first set K = 1. Then let

Y= c\/(yz_]) = (:y117y127~ ey Y Yo e - s Yojs s Yrs ..o ’yIJ)’

[The symbol V simply writes the matrix (y;;) of y;;’s as a vector.] Consider the
region R© of y’s such that

(12) Yis =Xi+ y+j=X+j y,J>O (foralliandj)

 for ppy.y©)




-— !il P _r‘ﬁtﬂ'-‘lr ~asT Ian YT ﬂ
i.l

To see that R is nonempty, note that if X;/s are positive we can set y;; = X;. If
some X,, = 0, then there must be a nonzero X,, and a nonzero X,, (since X;, > 0
and X,; > 0). Then, for a small enough é > 0, if we set z, =4, 2, = X, — 0,
2y =Xy — 0,2 =X+ 0 and z;; = X,; otherwise, then 2, > 0, z;; > 0 whenever
X;>0 and z;, = Xy, Z,; = X ;. If we repeat a similar procedure for all nonzero

,X s we would ultimately reach a point_in R,
e— ), %ﬂ
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or
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Proof: Similar to the discussion above.

J or— WS : L

Results similar to Theorem 1 have been proved by Haberman (1974) and
others for contexts other than the gravity model. Hence, we shall mainly adapt
Haberman’s work to the gravity model.

Lemma 2 (Haberman): A necessary and sufficient condition for the existence
FMT B T Af tha famamn ivrnm her (1) e 70N Sa il csal oo o 4 PPN
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from 0 (3.2,4.5)

0.0 T T T T | — T — T 1
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FIGURE 3: Trace of Gradient Search.

In order to describe the procedure, we shall first outline gradient search
procedures in general. For some value {’ of {, denote by grad (£, ) the gradient
vector of £ at §@

grad (£, £%) — (6.[ 9.L a.L )
K

R A T

where ¢ is as in Section 1, and the partial derivatives are evaluated at . It is
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FIGURE 4: Trace of Scoring Method.

is the only variable in (15).] This value of p can be obtained sometimes by setting
the derivative of (15) with respect to p equal to zero; when this is difficult, as it
often is in practice, an approximate value of p" is found by evaluating (15) for
several values of p in a method of enumeration. Most gradient search algorithm
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Now let us return to the specific form of £ that we have. As for (7), (8), and (9)
we can readily compute
0L 9oL
— =— =AY (X, - T.) (whenl=<i<]I)
3}. é i+ i
aL oL .
a—g_l—f=5§=Bj‘l(X+j—T+j) (whenl<j<dJ)
+J J
and
oL oL
. > Xije® =3 Tyc® =P (say) (whenl <k < K)
— .

— - . — . _ .
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Thus solving the equation 8(p) = 0 for p will give us the desired value p". Since
K
5(p) =2 (") =0
k=1
when p = 0 and dé(p)/dp

K
—Y Y e T, (67) Z ¢® uf? exp (Z o m)
‘l

Il

I

k=1

K K 2
_Z (T”(o(r)) exp (Z c® m) (Z c® Vk(r)) ) -0
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constant and choose A{”’s and B{”’s to maximize £, and in the second we hold A"’
and B{"’s constant and choose 87" such that .£ increases rapidly. From the form of
the functions involved it would appear that convergence would be reasonably
rapid, although gradient search procedures in general are often quite slow. Notice
also that changes in 8 from step to step will occur as long as all equations in (7),
(8), and (9) are not satisfied, and the extent to which (9) is not satisfied determines
the amount of this change.
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